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Messa1e From the Director 

NASA Support Communication: 
What's Reasonable? 

There seems to be some major 
confusion concerning bit rates of 
communication lines and their 
purpose. A network such as SPAN, 
which is a dedicated low--rate (9.6 
kb/s) communication service, is not 
designed for massive amounts of data 
transfer. SPAN is not meant to 
replace data tapes or. in the near 
future, data optical disk mailing. 
Communication is expensive!! If high 
data-rate Q. 56 kb/s) transfers are 
needed, the most cost effective way 
of handling them is switch circuit 
"dial-up" service (that is, you dial it 
up when you need it). However, a 56 
kb/s line, unless in constant use, is 
not cost effective. 

Obviously, situations having the 
requirements for real-time quick 
turnaround data transfer override the 
costs. So what is SP AN good for? 
Didn't SPAN handle real-time ICE 
data during the encounter? It turns 
out that the bit rate for the ICE 
spacecraft is relatively low (1024 bis) 
by modern standards and was easily 
handled by SPAN. But the real 
strength behind SP AN is the access 
to NASA facilities, other investi­
gators, and message communications 
and science information systems 
(such as Pilot Climate, Planetary 
Pilot, Coordinated Data Analysis 
Workshops, NSSDC) and ready access 
to colleagues, in addition to its 
availability to move 'binary data, 
software, and plot mes. SP AN is to 
its science users as telemail is to 
administrators. A low-rate network 
like SPAN is now an essential tool for 
modern space and Earth science 
analysis. 

What we are learning is that a major 
effort must take place to provide 
network accessible, science com­
munity usable NASA data and related 
information systems. Efforts are just 
beginning in the development of a 
truly integrated interactive NSSDC 
facility for remote access to space 
and Earth science data and informa­
tion. It is hoped the NSSDC efforts 
will be a model for what a NASA 
facility, accessible to remote users, 
should be like. 

This is going to take time and involve 
major participation by the science 
community. I urge those wanting to 
contribute to this effort to get in­
volved in space and Earth science 
working groups like the Data Systems 
Users Working Group (DSUWG), Pilot 
Climate Working Group, and Satellite 
Oceans Data System Science Working 
Group (SODSSWG), and to support 
CODMAC when asked. 

I am confident that communication 
hardware and software will become 
available to support high-rate data 
transfers right to home institutions in 
the future. But, with few exceptions, 
most space and Earth science remote 
users do not have the high-rate cap­
ture on-line storage systems and the 
computational power necessary to 
make cost effective utilization of 
even the present high-rate communi­
cations, except perhaps in "burst" 
mode. 

I must point out that I am not against 
high-rate communication. In fact, in 
an upcoming article in the NSSDC 
Newsletter, I will discuss how we are 
changing SP AN's backbone to 
56 kb/s, but this goes only to selected 
NASA centers that are connected by 
the PSCN and can handle the load. In 
addition, this situation is more cost 
effective than stringing 30 or more 
9.6 kb/s lines across the country as 
~p AN is now doing. 

Let's not lose our credibility. By 
first utilizing fully what communi­
cation we have, we will be able to 
know exactly what our future 
communication requirements are, 
with respect to what is technically 
(and cost) feasible. I contend that, if 
we do not fully use a low-rate system 
like SPAN and complete the devel~ 
ment of on-line NASA facilities, we 
are not ready for high-rate communi­
cation to everyone in space and Earth 
sciences. Regardless, in today's 
environment, some type of low-rate 
communication should be a given! 

James L. Green 

May 1986 

SAR Wins Major NSSDC 
Support Contract 

On May 1, 1986, Science Applications 
Research (SAR) began work on a new 
contract to provide scientific analy­
sis, programming, data mahage­
ment, archival, and distribution ser­
vices for the NSSDC. 

SAR is a joint venture company 
formed in 1983, sponsored by SASC 
Technologies, Inc .• with RMS Tech­
nologies, Inc. SAR has been provid­
ing scientific analysis, research, and 
programming support to the Space 
and Earth Sciences Directorate at 
Goddard Space Flight Center. Head­
quartered in Lanham, Maryland, SAR 
employs nearly 280 persons with the 
addition of the NSSDC support con­
tract. 

SASC Technologies, which also has 
headquarters in Lanham, Maryland, 
has major contracts with NASA/ 
Goddard, NASA/Langley, the Air 
Force Geophysical Labs, the Peoples' 
Republic of China, and the Federal 
Aviation Administration. RMS Tech­
nologies is headquartered in Trevose, 
Pennsylvania: its Space Sciences 
Division is headquartered in 
Landover, Maryland. 

SAR 's responsibility within the 
NSSDC is to provide data acquisition 
support with space and Earth sci­
ences projects and with principal 
Investigators to ensure that valuable 
data sets are archived at the NSSDC. 
In addition, SAR personnel will sup­
port the development of prototype 
systems like PCDS and PLDS, and, 
also, they will participate in the 
computer science research and de­
velopment activities, such as Intelli­
gent Data Management and DAVID. 

SAR will also be responsible for the 
request coordination and the distri­
bution and dissemination of the 
NSSDC holdings. The company will 
be developing a centralized NSSDC 
Information Management System that 
will incorporate and advance the 
concepts of CODD and PCDS Catalog 
and Inventory, as well as other 
concepts under development within 
the NSSDC. 

Kenneth Klenk 
























